CNN News Highlights — Al vs Professors

| 1) chatbots | 2) course material | 3) emerging concerns | 4) focused | 5) influence | 6) potential |

This year, we've talked about the growing : , and of the impact of artificial
intelligence across many industries. But what about education? It's a question many college
campuses are dealing with. Al , programs that generate text — they've raised new questions
for many educators who are on students, not only getting the right answer, but also
understanding the

| 1) academia | 2) banned | 3) complex | 4) ground rules | 5) phenomenon | 6) plagiarism |

A survey of college students earlier this year showed more than 51% believe using Al tools to

complete assignments and exams is cheating. While and cheating are not a new
in , these new tools have created a more environment and administrations are
struggling to set new . Should these tools be or is there a way that they could be

used responsibly?

| 1) digital | 2) falsely accused | 3) format | 4) inappropriately | 5) landscape | 6) spot |

The is changing. There have been numerous cases of students being caught and punished
for using Al. And there are also cases of students saying they've been of using the
technology . The response by professors has been varied, with some ignoring the new
technology, some banning it, and others are changing the way they

their exams. Some are switching back to written papers after many years of only.
But how easy is it to Al content?

| 1) bland | 2) compliance lawyer | 3) essays | 4) obvious giveaways | 5) suspiciously | 6) vibrancy |

Why are you doing this?

We're still going to know.

These college professors say, students are increasingly cutting and pasting Al-generated text in
their , and that is cheating. These professors say they're not falling for it. And there are often
three extremely . Number one, the essay is perfect.

A ChatGPT-generated essay looks like it was written by a very competent 12th-grader.
Al-generated text has no mistakes. It's like robotically, text. Nobody would actually speak
that way.

Another giveaway: the essay has no human voice.

The built-in voice of a model like ChatGPT is the voice of a 50-year-old

It seems to lack . There's not a lot of authentic student voice or experience in there.

An Al-generated text feels like an essay that's written by an intelligent person who has never had a
class with me.

| 1) attribute | 2) cite | 3) disinformation | 4) distinguish | 5) make things up | 6) shake |
And third, Al essays often false research.

Perhaps the biggest thing that a ChatGPT-generated essay can do is the instructor's own
confidence in what they know about the source material.

It will just - twill ideas to people that could never have had those ideas.

It'll combine perfect grammar with something that's, like, obviously false.

It can't between fact and fiction. It can't distinguish between information and

. It will look like it's quoting, and it will look like it's citing. But if those sources don't look
familiar to you, there's a good chance this is written by Al.
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Answers

| 1) chatbots | 2) course material | 3) emerging concerns | 4) focused | 5) influence | 6) potential |

This year, we've talked about the growing 5) influence, 6) potential, and 3) emerging concerns of
the impact of artificial intelligence across many industries. But what about education? It's a
question many college campuses are dealing with. Al 1) chatbots, programs that generate text —
they've raised new questions for many educators who are 4) focused on students, not only getting
the right answer, but also understanding the 2) course material.

| 1) academia | 2) banned | 3) complex | 4) ground rules | 5) phenomenon | 6) plagiarism |

A survey of college students earlier this year showed more than 51% believe using Al tools to
complete assignments and exams is cheating. While 6) plagiarism and cheating are not a new

5) phenomenon in 1) academia, these new tools have created a more 3) complex environment
and administrations are struggling to set new 4) ground rules. Should these tools be 2) banned or
is there a way that they could be used responsibly?

| 1) digital | 2) falsely accused | 3) format | 4) inappropriately | 5) landscape | 6) spot |

The 5) landscape is changing. There have been numerous cases of students being caught and
punished for using Al. And there are also cases of students saying they've been 2) falsely accused
of using the technology 4) inappropriately. The response by professors has been varied, with
some ignoring the new technology, some banning it, and others are changing the way they

3) format their exams. Some are switching back to written papers after many years of 1) digital
only. But how easy is it to 6) spot Al content?

| 1) bland | 2) compliance lawyer | 3) essays | 4) obvious giveaways | 5) suspiciously | 6) vibrancy |

Why are you doing this?

We're still going to know.

These college professors say, students are increasingly cutting and pasting Al-generated text in
their 3) essays, and that is cheating. These professors say they're not falling for it. And there are
often three extremely 4) obvious giveaways. Number one, the essay is 5) suspiciously perfect.

A ChatGPT-generated essay looks like it was written by a very competent 12th-grader.
Al-generated text has no mistakes. It's like robotically, 1) bland text. Nobody would actually speak
that way.

Another giveaway: the essay has no human voice.

The built-in voice of a model like ChatGPT is the voice of a 50-year-old 2) compliance lawyer.

It seems to lack 6) vibrancy. There's not a lot of authentic student voice or experience in there.
An Al-generated text feels like an essay that's written by an intelligent person who has never had a
class with me.

| 1) attribute | 2) cite | 3) disinformation | 4) distinguish | 5) make things up | 6) shake |

And third, Al essays often 2) cite false research.

Perhaps the biggest thing that a ChatGPT-generated essay can do is 6) shake the instructor's own
confidence in what they know about the source material.

It will just 5) make things up. It will 1) attribute ideas to people that could never have had those
ideas.

It'll combine perfect grammar with something that's, like, obviously false.

It can't 4) distinguish between fact and fiction. It can't distinguish between information and

3) disinformation. It will look like it's quoting, and it will look like it's citing. But if those sources don't
look familiar to you, there's a good chance this is written by Al.






